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Summary
High-performancedistributedcomputingrelieson high-speednetwork connectivity, which is in turn dependenton

theavailability of high-bandwidthphysical links andcomputersfastenoughto processthedatapackets.In recentyears,
the speedof CPUsandnetworks hasincreasedconsistentlyso that now, on scientificresearchnetworks, the theoretical
maximumbandwidthavailableto applicationsis overonegigabitpersecond.Thisdramaticincreasein network speedhas
not been realized becausemost applications’ network utilization (fraction of the available bandwidth used by the
application)is quite poor. This discrepancy betweenthe experiencedbandwidthand the physical bandwidthhasbeen
referredto asthe"WizardGap".Althoughtherearesoftwarefactorslimiting thebandwidthof connections,notablyTCP
settingssuchasbuffer andcongestionwindows, onehasto alsotake into accountthe currentrouting configurationand
currentbandwidthloadson sharednetwork segments.The problemis that therearefew tools that canprovide accurate
information about all these variables for high-speed networks, thus leaving one wondering where the bottleneck is.

To fully achievethemaximumbandwidthonanetwork is notaneasytask.Troubleshootingthenetwork elementsand
diagnosingthemyriadof reasonsfor under-utilized bandwidthcanbea dauntingtask.Network troubleshootingrequires
not only networking expertise,but alsoa setof very specializedsoftwaretools.Network wizardsareawarethatnetwork
elementscancauseperformanceproblem,but they needtools to help themidentify problematicnetwork elements.For
example,if onecouldaccessevery routerin a network pathandexamineall theconfigurationinformationandstatistics
for eachport (interface), then maybeone would be able to determinethe statusof a network path and all possible
problems.Unfortunately, accessingevery routeron anarbitrarypaththroughtheInternetis a nearlyimpossibletask,and
readingeachof thedifferentrouters’statisticsrequiresextensiveknowledgeof awidevarietyof routers.Anotherpossible
solutionis to usetheSimpleNetwork ManagementProtocol(SNMP),a network managementmechanismfor monitoring
andanalyzingthestatusof network elements.UsingSNMP, onecanobtaindetailednetwork statisticswithout having to
logon to any network elements,such as routers,but SNMP requires"administrator"privileges,which most service
providersmanagingthedifferentroutersalonga pathdo not allow. In addition,SNMPprogramminghasa steeplearning
curve,andtherearenot many expertsin usingit. In orderto make network analysisandtroubleshootingeasier, toolsthat
canbeoperatedby averageusersandrun at theuserlevel without specialprivilegesareneeded.Usingsuchtools,users
canquickly identify problematicnetwork elementsanddeterminethebestwayto utilize theavailablenetwork bandwidth.

Anothertaskis to clarify whatnetwork characteristicsarerequiredby differentusers.Recentlytherehasbeenaflurry
of activity to develop network measurementtools. However, mostof thesetools eitherdo not provide accurateresults,
especiallyon high-speednetworks,or they only measurethroughput,not availablebandwidth.Userswant to know both
availablebandwidthandachievablethroughput.However, is bandwidththeonly thing useful?Whatareotherfactorsare
useful?This is a critical issue to improving network performance.A key conceptis missing during this flurry of
development— feasibility andthe factorsthat limits the achievement.Fortunately, peoplestart to pay attentionon this
issue now, and they ask to have this issue related papers to be accepted by a number of technical conferences.

Thegoalof this projectis to build a comprehensive tool thatmeasuresa numberof usefulcharacteristics,including
availablebandwidth,achievablethroughput,maximumburst size,systemcapability, bottleneck,andso on. To do it, we
createa network modelanddevelopnew algorithmsbasedon this modelto measureavailablebandwidthaccuratelyin a
non-intrusive way. Thealgorithmsarenot only suitablefor measuringnetwork bandwidth,but alsomaybeusedto help
designa new network transmissionprotocol that canavoid packet lossandutilize the availablebandwidthin order to
maximize the network applications throughput on high-speed networks.
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Project Goals and Objectives
Bandwidth is an important network characteristic, but there are often factors that can adversely affect network

performance that are not network characteristics, but characteristics of the end hosts, such as memory bandwidth, I/O
(input/output) bandwidth, the operating systems and applications (software). However, current research and development
is focused only on the bandwidth measurement, and overlooks other possible factors. Because network bandwidth has
doubled every year, network bandwidth is no longer the bottleneck that hinders the network applications’ performance,
especially over the high bandwidth delay product paths. A key issue to maximize the network performance is to have a set
of information that can be used to develop new network transmission protocol to innovate or to replace the transmission
control protocol (TCP), and help application developers understand what could be the bottleneck in end host systems that
affect throughput, so the designer will make their software avoid the bottleneck in order to increase throughput.

Based on users experience on current network measurement tools, providing results only on network bandwidth is not
enough information for users and applications to improve their throughput. This is because the available bandwidth and
achievable throughput are not directly related, especially on high-speed networks. Several issues get mixed together that
confuse bandwidth and throughput. That is, a high bandwidth network is an essential condition, but not the only condition
for high throughput. For example, on a full 1 Gb/s path with 100 ms round trip delay, when available bandwidth is 10%
(100 Mb/s) and most traffic is TCP, a new UDP stream running long enough will gain more than 90% (900Mb/s) total
bandwidth (1 Gb/s). However, if the path is empty (1 Gb/s is available), an un-tuned TCP stream may only achieve 100
Mb/s throughput. Therefore, besides giving current available network bandwidth, a network measurement tool needs to
tell how to maximize throughput to utilize this available bandwidth. If the current system configuration cannot achieve
this goal, the tool needs explain why and how to improve it. This is the main goal of this project.

Additionally, this project is expecting to discover related network issues during the bandwidth algorithm research and
development.

Technical Challenges
Creating a correct network model and developing algorithms for accurately measuring bandwidth is difficult.

Educating people to understand that different system characteristics can be more critical to the performance than the
available network bandwidth is even more difficult. Without a full understanding what and where the problem is, and
people will not be able to find a solution for improving the performance.

The first task in this project is to develop algorithms to measure network bandwidth, especially available bandwidth,
accurately and in a non intrusive way. This is a tacitly difficult problem.

The next challenge is how to implement the algorithms properly so as to build a measurement tool. Also, for such a
measurement tool to be useful, it must be deployed and operated in a production environment. This means that the
installation and operation must be as easy as possible, and the tool should be available to all commonly used hardware and
UNIX operating systems. That is, it needs to be run on generic hardware without specific modification. Ideally, using the
measurement tool does not require any network expertise, and its results should be easy to interpret. It should just
download and run.

System Design Issues
System related issues occur at both hardware and

software levels. Figure 1 shows a data path on a generic
hardware system. The main bottleneck in current
systems is at the memory and I/O sub system. Figure 1
shows the data path for sending data from user memory
to the NIC. For a system equipped with a 64-bit/66MHz
PCI bus, if the memory bus is 266 MHz, the total time
needed to transfer data from a user buffer to the NIC is 6
memory cycles: the two fixed cycles plus four memory
cycles per bus cycle (266/66). However if the memory
bus is 533 MHz, then 10 cycles are required (2+533/66).
The generic formula for calculating the I/O throughput
from memory and I/O buses frequency is:

Figure 1: Relationship between I/O bandwidth and
system memory bandwidth
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In a real example,VIA 868 PCI controller has133 MHz memorybus, and it produces144 MB/s memorycopy
bandwidth(288 MB/s memorybandwidth).The newer generationVIA PCI controller (VT400) has400 MHz memory
bus,andproduces326MB/s memorycopy bandwidth(652MB/s memorybandwidth).Both systemshave 32-bit/33MHz
PCI bus. Using equation(1), the VIA 868 basedsystemcanhave maximum384 Mb/s (48MB/s) network throughput,
whereVT400 basedmotherboardcanonly have 369Mb/s of network throughputeventhoughthenew PCI controllerhas
much higher memory bandwidththan the old one. In fact, VT400 basedmotherboardonly had 300 Mb/s network
throughput,where the older motherboardcan achieve higher throughputby using the sameNICs (network interface
cards).Therefore,we canseethatsimply increasingthememoryclock speeddoesnot necessarilyresultin anequivalent
increase in the data transfer rate from user space to the NIC.

Another issueis systemcalls and getting timestamp
informationvia systemresources.Table1 lists the time
to perform a system call on various O.S. platforms
runningon variousCPUs.The time to performa system
call affectsthe outgoingpacket pacingandthe accuracy
of getting timestampsfor incoming packets. This is
becausethegettingtimestampcostis at readingtheCTC
(TSC)ratherthanat thesystemcall API — gettimeofday
[10]. Therefore,timestampingpackets inside the kernel
doesnot provide better accuratethan doing it at user
level.

Many high-speedNICs, including the SysKonnect
card, provide an interrupt moderation feature, also
known asinterruptcoalescencing(or delayedinterrupt),
whichbundlesseveralpacketsinto asingleinterrupt.The
idea is that the NIC, on receipt of a packet, doesnot
automaticallygeneratean interrupt requestto the CPU to processthe dataandreleasebuffers for the NIC to get more
packets.Instead,the interruptis delayedfor up to a given amountof time (the interruptmoderationperiod)in hopesof
other packets arriving during that time can be served by the same interrupt.

Table2 shows how interrupt coalescingaffects CPU
utilization, thusincreasingthenetwork throughput.TCP/IP
packetsare1500bytesfor all measurements.FromTable2
we seethat the receive hostneeded92% of the CPU with
default interrupt delay settingsfor the network interface
card(NIC). After increasingthe interruptdelayfrom 64 to
300 µs, the CPU usageis droppedto 72% dueto the fact
that fewer interruptsare generated.This meansthat the
CPU has more time to processespackets, so throughput
increased 85.9%.

If thesesystemissuesarenot consideredin engineering
design for implementing measurementalgorithms, they
will introduce errors into the measurementresults
regardless of how accurate the algorithms are.

Milestones and Deliverables

Year 1: (10/01 - 10/02)
• Research and build a suitable network model for exploring network measurement algorithms
• Define what useful network characteristics that the tool(s) will measure
• Investigate and test hardware characteristics that affect measurement algorithm implementation
• Investigate characteristics of different operating systems on different hardware platforms
• Design algorithms for detecting and measuring system capabilities
• Do architecture design for building measurement infrastructure that will work on multi-platforms
• Do engineeringdesignfor implementingmeasurementof achievablethroughput,optionalnumberof parallelTCP

streams [6]
• Design and implement throughput measurement algorithms

Table 1: Syscall time for some O.S.

gettimeofday read/write

Solaris 2.8 333MHz Sparc 348 ns 8400 ns

Solaris 2.7 400MHz Sparc 278-295 ns 5300 ns

AIX RS 6000 > 3000 ns 8500 ns

IRIX 2.6 175 MHz IP28 7946 ns 28162 ns

BSD/OS 526 MHz PII 10877 ns 11357 ns

Mac OS X 1GHz G4 1937 ns 2043 ns

Table 2: CPU utilization affected by I/O
interrupt

interrupt delay time
(coalescing)

%
CPU
IDLE

% CPU
Interrupt

Throughput
Mb/s

64 µs interrupt delay for
Intel copper GigE (PCI/66)
+ Intel P4 Xeon 3 GHz CPU

0 92 277

300µs interrupt delay for
above configuration

1 72 515
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Year 2: (10/02-10/03)
• Design algorithms to measure available bandwidth and physical bandwidth based on the new network model
• Design algorithm for estimating number of parallel TCP streams instead of directly measuring it
• Investigate and test up-to-date hardware and provide results to public users
• Do engineer design for implementing bandwidth measurement
• Implement system capability detection and measurement
• Implement bandwidth measurement for end-to-end measurement
• Test netest over different network and verify the accurate via emulation network and ESnet
• Disseminate the achievement and new tools for people to use
• Incorporate new tools into other measurement infrastructures.

Year 3: (10/03-10/04)
• ExperimentFAC2 (feedbackadaptive control and feedbackasymptoticconvergence)algorithm for hop-by-hop

measurement
• Test algorithms and tool on more different network paths
• Continue to disseminate the high efficient bandwidth measurement tool
• Continue to investigate and test up-to-date hardware and provide information to the public

• Researchon integrateFAC2 algorithmandmaximumburstsize(MBS) theoryinto network protocolfor building a
better protocol in utilizing the high delay bandwidth product network.

Note:This projectis incorporatedwith theNet100project,andis usedby Net100to measurebandwidth,achievable
throughput and to detect the bottleneck along end-to-end paths.

Project Progress To Date
Currently this project has completed the network model, mathematicalalgorithms, hardware and software

architecture,andsoftwareengineeringdesigns;completedimplementationof the comprehensive measurementsoftware
for measuring following network characteristics for end-to-end paths:

• bandwidth (available and physical)
• achievable throughput — the best throughput applications can reach
• system limitation — where is the bottleneck along the end-to-end path beyond the network
• maximum burst size — the critical factor affecting the network bandwidth utilization — maximum packets trans-

ferred in one burst without causing loss
• round trip delay
• number of parallel TCP streams for improving TCP performance over long delay bandwidth product paths
• network status
• recommendation for application performance improvement
The tool is called — netest (revision 2) is available for multiple platforms.
This project has some significant contributions to the future network development and measurement:
(1) Fluid SprayEffect: this is the theory usedfor detectingcongestionand passingthroughthe congestionpoint,

where packets can be separated in distance, to measure bandwidth further.
(2) Maximumburstsize(MBS) theory:this is animportantconceptto avoid packet dropin thenetwork. It is critical

to bothbandwidthmeasurementandnetwork transmissionprotocol.Themaximum burst size is determinedby thequeue
sizeof thebottleneckrouterandby thecurrentnetwork traffic at thatrouter. Notethatotherfactorssuchastraffic shaping,
policing,or QoSmaycausesuchqueueingbehavior. Thiscanrestricttheeffectivebandwidthwhenit is small.So,MBS is
also called aseffective queue size. The following example depicts how MBS significantly affects throughput.

This exampleillustratesthat if MBS is smallerthanBDP (bandwidthdelayproduct),it will reducetheeffective path
bandwidthfor normaloperation.In this example,the maximumthroughputwasreducedto onehalf of the capacity. If
applicationsor operatingsystemsarenot awareof this issue,they cannotutilize theavailablebandwidthandwill cause
congestionwhich degradesnetwork performance.MBS is also critical to the packet train method for network
measurement.That is, themaximumtrain lengthmustbe lessthantheMBS; otherwise,the train’s tail will bedropped,
causing probe failure. How long the train should be configured depends on the variation of the cross traffic.

Thisexampleusesapathwith 100msroundtrip delay(RTT), while thebottlenecklink is 1 Gb/s.In orderto maximize
TCP throughput, TCP needs to set congestion window to the bandwidth delay product (BDP)

0.1s 109b s⁄× 100Mbits 12.5MBytes= =
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If the MBS is 1 MB due to the average cross traffic, the TCP congestion window will be limited to 1 MB because any
burst larger than 1 MB will cause packet loss when cross traffic exists, which is almost always true. The maximum TCP
throughput then will be

UDP throughput also depends on the burst size and rate of the traffic. 1 MB effective queue implies that the maximum
burst duration (at line speed, 1 Gb/s in this case) for both probe traffic and cross traffic to avoid overflow is:

because when a burst leaves the previous router, it will travel at link (line) speed. Since we can characterize all cross traffic
as one aggregated stream, each stream (aggregated cross traffic and measurement traffic) has minimum 8 ms safety burst
period (for router to drain two 1 MB bursts in average according to the effective queue size) to not overflow the smallest
queue on this path. Without knowing how to control the burst, UDP throughput will vary depending on how many cross
traffic bursts have a duration longer than 8 ms (exceed 1MB in length). The more big bursts of cross traffic, the lower the
UDP throughput will be.

(3) FAC2 (feedback adaptive control and feedback asymptotic
convergence): this is the algorithm that can accurately measure
available bandwidth in five (5) round trip time with very low
intrusiveness. It can also analyze the cross traffic, thus to estimate
bottleneck router’s physical bandwidth and average queue size. This
algorithm has been mathematically proven to be accurate and LBNL
has filed patent protection on it. This algorithm is also critical to
building a reliable network transmission protocol.

Results:
Since there is no enough space to do mathematical proof

[LBNL-53165] on all theories and algorithms used in netest — a
comprehensive tool for measuring important characteristics between
end hosts including network bandwidth, Table 3 provides physical
proof on how accurately netest can measure available bandwidth on
a 1 Gb/s emulation network provided by CAIDA[11]. The emulation
network topology can be found at [15]. Netest is able to measure
available bandwidth up to 4 Gb/s based on current on-shelf hardware
from market.

Related Work
Several active network bandwidth and throughput measurement

tools are currently available. Often tools for bandwidth
measurement are pathchar [4][14] and pathload [7]. A number of
tools is good for measuring the throughput, such as netest version 1,
netperf [13] and iperf [12].

Pathchar is a tool measuring physical bandwidth (capacity). It
has an outstanding algorithm that can use a slow NIC to measure a
high-speed network capacity. The issues of this algorithm are: (1) it
needs long time to get result; (2) due to the maximum data size is limited to the one MTU (maximum transfer unit,
typically 1500 bytes), its accuracy is only valid for link speed of 200 Mb/s or less.

Pathload is a tool to measure available bandwidth. Its algorithm theoretically can measure available bandwidth fairly
accurately if bisection method is applied properly. The current implementation lacks of engineering design on hardware
and operating system related issues, so it only works for NICs that are OC-12 and slower. All Gigabit NICs have interrupt
moderation which pathload cannot currently handle.

Iperf is a common tool to measure throughput because it is flexible and easy to use. Netperf is another similar tool.
Netest version 1 is the first tool that uses MBS and non intrusive mechanisms to measure throughput. It is also one of

the first tool to do diagnosing of network problems, such as how packets are dropped.

1MB 8bits Byte⁄×
0.1s

----------------------------------------------- 80Mb s⁄=

MBS
LineSpeed
---------------------------- 1MB

1Gb s⁄
----------------- 8ms= =

Table 3: available bandwidth results

Utilization
% (loss %)

netest
Mb/s

Accuracy
(%)

GigE
network

MTU = 9K

50~100 tests

typical measurement duration
(require longer duration)

2.4 - 6.5 seconds
<including MBS measurement>

0 (0) maximum throughput: 851 [10]

10 (0)

20 (0) 791.0 - 791.2 98.875

30 (0) 690.0- 691.0 98.643

40 (0) 598.5 - 599.0 99.750

50 (0) 502.5 - 502.9 99.420

60 (0) 403.8 - 403.9 99.025

70 (0) 306.4 - 306.6 97.833

80 (0.01) 210-211 (7.89 sec.)
205 (11.9 sec.) 97.500

90 (0.01) 113-115 (15 sec.)
102 (26 sec.) 98.000
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Publications
• G. Jin, G. Yang, B. Crowley, D. Agarwal, Network Characterization Service (NCS), HPDC-10 Symposium, August

2001, LBNL-47892
• Guojun Jin, Algorithms and Requirements for Measuring Network Bandwidth, LBNL technical r eport, Jan. 2003,

LBNL-48330
• G Jin, B Tierney, Netest: A Tools o Measure the Maximum Burst Size, Available Bandwidth and Achievable Through-

put. ITRE, Aug. 2003, LBNL-48530
• D. Agarwal, J. M. González, G. Jin, B. Tierney An Infrastructur e for Passive Network Monitoring of A pplication Data

Streams, 2003 Passive and Active Measurement Workshop, LBNL-51846
• Guojun Jin, Feedback Adaptive Control and Feedback Asymptotic Convergence Algorithms for Measuring Network

Bandwidth, Submitted to InfoCOM 2004, July 2003, LBNL-53165
• G Jin, B Tierney, System Capability Effects on Algorithms for Network Bandwidth Measurement, IMC, Oct. 2003,

LBNL-48556

Future Work
The tasks left for the 3rd year of the project are:

• Disseminate netest to the world so that users can start to use it to understand the issues affecting network perfor-
mance.

• Experiment hop-by-hop measurement via FAC2 algorithm.

• Show how FAC2 andMBS is critical to thenext generationnetwork transmissionprotocolandhow to build anew
network transmission protocol.

• Find partner(s) who want to do collaboration on developing and building new network transmission protocol.

Interactions
This project is working closely with the Net100 project in determiningwhat characteristicsapplicationsand

developersneedto know; in developingtools to measurethosecharacteristics;in testingtools; andin determiningand
testing the hardware requirementfor building testbeds.The hardware information is also usedfor the Bro intrusion
detectionsystemandSCNM development.We areworking closelywith SCNM,ESNetandORNL networking engineers
to testnetestandto trackdown networking problemsusingnetest.We have beenworking closelywith Jiri Navratil and
LesCottrellatSLAC for intensively testingnetestin PingER,andworkingcloselywith MargaretMurray, Kimbley Claffy
andGrantDuVall atCAIDA for evaluatingmeasurementtoolsandverify their accuracy. Wehavealsobeenworkingwith
Constantine Dovrolis and Manish Jain at Georgia Tech doing bandwidth measurement development.
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